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ABSTRACT

Microscopic analysis of neuronal cell morphology is required
in many studies in neurobiology. The development of com-
putational methods for this purpose is an ongoing challenge
and includes solving some of the fundamental computer vi-
sion problems such as detecting and grouping sometimes very
noisy line-like image structures. Advancements in the field
are impeded by the complexity and immense diversity of neu-
ronal cell shapes across species and brain regions, as well as
by the high variability in image quality across labs and experi-
mental setups. Here we present a novel method for fully auto-
matic neuron reconstruction based on sequential Monte Carlo
estimation. It uses newly designed models for predicting and
updating branch node estimates as well as novel initialization
and final tree construction strategies. The proposed method
was evaluated on 3D fluorescence microscopy images con-
taining single neurons and neuronal networks for which man-
ual annotations were available as gold-standard references.
The results indicate that our method performs favorably com-
pared to state-of-the-art alternative methods.

Index Terms— Neuron reconstruction, Bayesian filter-
ing, particle filtering, fluorescence microscopy.

1. INTRODUCTION

The complexity and functionality of the brain depend criti-
cally on the morphology and interconnectivity of the neurons
[1]. But exactly how neuronal morphology and higher-order
brain functions are related remains elusive and is still a subject
of intense scientific research [2]. In this endeavor, a promi-
nent tool for visualizing neurons in vitro as well as in vivo is
fluorescence microscopy. To allow quantitative measurement
and statistical analysis of the physical properties of neurons,
a crucial step is to extract the relevant structural information
from the images and turn it into a faithful digital represen-
tation. State-of-the-art methods for this purpose are still far
from perfect, as discussed in various reviews [3–5], and the
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urgent need for better methods have driven researchers in the
field to organize international studies such as the DIADEM
challenge [6] and the BigNeuron project [7]. In the context
of these and other studies, numerous methods have been re-
ported showing varying performance and usability, and the
quest to design better methods continues.

Here we propose a new method for neuron reconstruction
from 3D fluorescence microscopy images based on sequential
Monte Carlo estimation. An early version of the method is a
contender in the ongoing BigNeuron benchmarking study [7]
but has not been published before. In this paper we present the
concept and the new design aspects of the method for the first
time. Employing particle filtering as the underlying tracing al-
gorithm [8, 9], we propose novel state transition and observa-
tion models, as well as novel initialization and tree construc-
tion strategies. Tracing commences from seed points obtained
using a standard multiscale line filter [10] and proceeds by re-
cursively predicting and updating the next node on a branch
according to the defined models. This results in a collection
of possibly overlapping but probabilistically independent es-
timates of the neuronal branches in the image, providing more
evidence for reconstruction than normally obtained by deter-
ministic methods, and achieving more robustness against un-
certainty in the data. The overcomplete estimations are subse-
quently combined into a refined estimate of the tree node posi-
tions and connectivities using mean-shifting. We describe the
technical aspects of our method and the results of a prelimi-
nary performance evaluation on real fluorescence microscopy
images from the DIADEM challenge.

2. METHOD

The proposed method consists of six main steps (Fig. 1), each
of which we briefly describe in this section.

Step A: Soma Extraction. The cell body (soma) of a neuron
has a larger diameter than its dendritic and axonal arbors and
thus can be detected by performing gray-scale erosion using
a structuring element with a slightly larger diameter than the
largest expected branch diameter. A segmentation of the soma
can then be obtained by max-entropy thresholding [11]. In
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Fig. 1. Schematic overview of the six main steps of the proposed method: (A) soma extraction, (B) seed extraction, (C) branch tracing, (D)
trace refinement, (E) node grouping, (F) tree construction.

our applications it is sufficient to model the soma as a single
node whose diameter can be estimated by fitting a sphere to
the segmented image region.

Step B: Seed Extraction. Seeds si = [pi, vi, σi] on the ar-
bors are obtained by applying Hessian-based multiscale tubu-
larity filtering [10] and sampling from the local maxima of
the filter response. Here, pi = [xi, yi, zi] denotes the local
branch position, vi = [vxi

, vyi , vzi ] the local branch direction
taken as the Hessian eigenvector corresponding to the small-
est eigenvalue, and σi the local branch thickness represented
by the Gaussian scale at which the tubularity filter yields the
highest response. Only those maxima are considered whose
max-min difference within a cross-sectional neighborhood or-
thogonal to vi is larger than a given tolerance τ .

Step C: Branch Tracing. For each seed point, a sequence of
hidden states x0:L = (x0, . . . , xL) is estimated representing
a local branch segment, where x0 and xL are the state of the
start (seed) point and end (last) point of the segment, respec-
tively. The state vector xi = [pi, vi, σi] consists of an esti-
mate of the position pi, direction vi, and scale σi of the cor-
responding branch node. Using a sequence of measurements
z0:L and applying Bayes’ rule we can iteratively estimate the
posterior distribution of the state vectors by

p(xi|z0:i) ∝ p(zi|xi)
∫
p(xi|xi−1)p(xi−1|z0:i−1)dxi−1 (1)

where p(xi|xi−1) denotes the state transition (assumed to be
Markovian) and p(zi|xi) denotes the likelihood (measure-
ments are assumed to be independent). In our algorithm,
we solve the estimation problem using sequential Monte
Carlo filtering [12], where the posterior at each iteration is
approximated by N particles (samples) xki =

[
pki , v

k
i , σ

k
i

]
,

k = 1, . . . , N , with corresponding weights wki ,
∑
k w

k
i = 1,

such that p(xi|z0:i) ≈
∑
k w

k
i δ(xi − xki ).

The importance sampling distribution that we use in the
prediction step to draw a particle xki given a particle xki−1 from
the previous iteration is given by (Fig. 2)

p(xi|xki−1) =


exp

(
κ vi·vk

i−1−
(di−d)2

2(d/3)2

)
2πI0(κ)η

di ≤ 2d

0 otherwise
(2)

where η is a normalization factor so that the integral of
p(xi|xki−1) over di ≤ 2d is unity, I0 is the zero-order Bessel
function of the first kind, κ is the circular variance parameter,
di = ||pi − pki−1|| is the Euclidean distance between the
predicted position and the particle position in the previous
iteration, and d is the tracing step size. Each predicted state
is assigned a unit direction vi = (pi − pki−1)/||pi − pki−1||
defined by two consecutive positions.

The likelihood that we use to update a predicted state x is
given by p(z|x) = eKcx (Fig. 2), with cx = maxσ cx,σ , where
cx,σ ∈ [−1, 1] denotes the normalized cross-correlation value
of the image at the predicted position with a template having
a Gaussian profile with scale σ (see Table 1 for the consid-
ered scales) in the plane orthogonal to the predicted direction.
Filtering is terminated if the average particle correlation at it-
eration i,

∑
k cxk

i
/N , drops below the correlation threshold

cmin. The particle weights are updated as

wki ∝ wki−1p(x
k
i |xki−1)e

Kc
xk
i (3)

and then renormalized. The final node estimate at each itera-
tion is computed from the weighted particles as the centroid
x̂i =

∑
k w

k
i x
k
i . To avoid particle weight deterioration, sys-

tematic resampling [13] is performed each time the effective
sample size Neff [14] falls below 80% of N .
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Fig. 2. The prediction importance sampling distribution (a) used by
our algorithm (for ease of visualization a 2D example is given) and
the measurement likelihood (b) for different values of K.

Step D: Trace Refinement. The previous step typically
results in multiple traces for each neuron branch segment.



The traces are subsequently refined using mean-shifting [15],
which iteratively moves the position of each trace node to-
wards the local mean of the neighbouring nodes. In practice,
3-5 iterations are sufficient to reach satisfactory alignment of
the traces. Prior to this, all traces are resampled with a step
size of one voxel to achieve better alignment.

Step E: Node Grouping. The refined trace nodes are grouped
into a final set of branch node estimates and corresponding in-
terconnections by iteratively taking an as-yet ungrouped node
with the highest cross-correlation value (Step C), calculating
the centroid position of the nodes within grouping radius r
of this node, marking all nodes included in this calculation
as grouped to prevent them from being considered again, and
repeating this until all nodes have been processed. Any two
node groups are connected if at least one pair of nodes from
the distinct groups are connected.

Step F: Tree Construction. Finally the branch nodes and
connections are traversed using a breadth-first search algo-
rithm to obtain a graph representing the complete neuronal
tree which can be exported to the standard SWC file format.

3. RESULTS

The method was implemented in C++ as a plugin for the
bioimage visualization and analysis platform Vaa3D [16].
It has several parameters with default values given in Ta-
ble 1. As a preliminary evaluation we applied our method
to two 3D data sets from the DIADEM challenge [17]: OPF
(9 image stacks) and NCL1A (16 image stacks). Two sets
of measures were used to quantify the match between the
obtained reconstructions and the available gold-standard re-
constructions: the spatial distance measures SD, SSD, and
%SSD [16], and the overlap measures P (precision), R (re-
call), and F = 2 P R/(P+R) [18, 19]. We compared our proba-
bilistic neuron reconstructor (PNR) to several state-of-the-art
methods, including NeuroGPS-Tree (GPS) [18], all-path
prunning (APP2) [20], minimum-spanning tree (MST) used
in the BigNeuron project [7], and a method based on proba-
bility hypothesis density (PHD) filtering [19]. The parameters
of each method were optimized for each evaluation measure.
To reduce bias in the measurements we resampled each re-
construction (from the methods and from the gold standard)

Parameter Value Description
σ {2, 3} [voxels] Considered scales
τ 10 [8-bit scale] Local maxima tolerance
cmin 0.5 Correlation threshold
L 200 Iteration limit
N 20 Number of particles
κ 3 [voxels] Circular variance
d 3 [voxels] Tracing step size
r 2 [voxels] Grouping radius

Table 1. Parameters of our method and their default values.
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Fig. 3. Performance of the methods on the OPF (top row) and
NCL1A (bottom row) data sets according to the SSD (left column)
and F (right column) measures. For SSD we used a significant dis-
tance threshold of S = 2 voxels as is commonly done. Box plots
were generated using the statistical software package R.

with an inter-node distance of one voxel. Because of space
limitations we present in Fig. 3 the results for the SSD (lower
is better) and F (higher is better) measures and note that the
other measures lead to very similar observations. From the
results we conclude that our method performs comparably or
better than the alternative methods. The differences are par-
ticularly noticeable for the NCL1A data, where, unlike with
OPF, there is considerable room for improvement. Example
reconstructions with our method are shown in Fig. 4.

4. DISCUSSION

Our new method for reconstructing neuronal cell morphology
from fluorescence microscopy images employs probabilistic
branch tracing and subsequent merging of the traces to obtain
a tree representation. The presented sequential Monte Carlo
implementation of Bayesian filtering for the branch tracing
step features substantial design changes compared to our ear-
lier work [9], including new prediction and update models,
extension to 3D, estimation of local branch thickness, and
a new sampling procedure. Combined with the new trace
merging procedure, our method yields complete reconstruc-
tions fully automatically. A main advantage of our method,
owing to its probabilistic nature, is that neuron branches are
typically traced multiple times with independent estimation
results, allowing to better deal with data ambiguities. The



Fig. 4. Examples of neuron reconstructions produced by our method applied to representative cases from the OPF data set (top row) and
the NCL1A data set (bottom row). The reconstructions (shown in red color) are overlaid on volume renderings (with inverted gray-scale
intensities) of the image stacks and are slightly displaced to facilitate visual inspection.

presented results show favorable performance of our method
compared to state-of-the-art alternative methods. Further im-
provements could be achieved by adding pruning strategies to
deal with false-positive traces. In future work we will also
test our method extensively on a much wider range of data
available from the BigNeuron project.
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